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1. To facilitate a better understanding of vector space
2. To solve problems in linear algebra
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UNIT — Il Matrix and Inner product space

Matrix of a linear transformation — Inner product space — Definition and examples
— Orthogonality — Gram Schmidt Orthogonalisation process — Orthogonal
Complement.

UNIT — IV  Theory of Matrices:
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UNIT =V Characteristic equation and bilinear forms:

Characteristic equation and Cayley —Hamilton theorem — Eigen values and Eigen
vectors.
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LINEAR ALGEBRA
UNIT- |
CHOOSE THE CORRECT ANSWER

1. Hom (v,v)is a

a) Vector space

b) Subspace

c) Integer

d) None
2. Any two finite dimensional vector spaces over F of the same dimension are

a) Isomorphic

b) Non-isomorphic

¢) Homomorphism

d) None
3. A & B are subspaces of V then % is isomorphic to

a) AnB/A
b) A/ANB
c) B/AnB
d) None
4. The kernel of a homomorphism is a
a) Space
b) Homomorphism
c) Subspaces
d) None
5. Hom (v,w) is a

a) Ring



b) Subspace
c) Vector space

d) None

a) Subspace
b) Not a subspace
c) Dual space
d) None
7. Let V be a vector space, T is a linear transformon Vinto V3 Ta=0V ae V
a) T is identity transform
b) T is zero transform
c) T is invertible
d) T is orthogonal
8. The vector space which has only the additive identity element zero is
a) Complex space
b) Real space
c) Null space
d) None

9. If V and W are finite dimensional vector space over the same field. Then V and W are
isomorphic iff

a)dmV > dimW
b) dimV =dimW
c) dim V< dim W

d) None



10. If V=R3 is a vector space and W = {(x, y,1); X, Y€ R} is a subset V then
a) W is a subspace of V
b) W is not a subspace of V
c) W is not a vector space
d) None of these
ANSWERS:
1) a 2)a 3)b 4)c 5c 6)a 7)b 8c 9b 10)a
TWO MARK QUESTIONS
11. Define vector space.
12. Define subspace.
13. What is linear transformation?
14. What is trivial linear transformation?
15. Define direct sum.
16. What is linear combination?
17. Define linear span.
18. Define homomorphism.
19. Define quotient space.
20. Define kernel of homomorphism.

FIVE MARK QUESTIONS

21. Prove that RXR is a vector space over R under addition and scalar multiplication
defined by (x; , x3) + (y1,¥2) = (x1+y1, x2+yz) and - a (xq, x;) = (@xy, Oxy).

22. Prove that C is a vector space over the field R.

23. Prove that the union of two subspaces of a vector space need not be a subspace.



24.

25.

26.

27.

28.

29.

30.

31.

R™={(x1,x7 ,..., x;)| x; ER, 1<i<n}, then prove that R" is a vector space over R
under addition and scalar multiplication defined by
(1 s X2, e X)) F (V10 Y2, oo V) = (X1 + Y1, X2 H Y0, y Xy V)

Let V= {a+bv2/a,beQ}. Then V is a vector space over Q under addition and
multiplication.

dy
dx

2
Let V denote the set of all solution of the differential equation 2 37‘;' - 7— +3y=0.

Then prove that V is a vector space over R.
In R3, W = {(ka, kb, kc) / k € R} is a subspace of R®,

Let V be a vector space over a field F. A non empty subset W of V is a subspace of
Viff uve W and a, €F=>au+pveEW.

T: R? > R? defined by T(a,b) = (2a-3b , a+4b) is a linear transformation.

Let T: VW be a linear transformation, then prove that T(V)={T(v) / veV}is a
subspace of W.

TEN MARK QUESTIONS
Let V vector space over a field F. Then
(a0 =0V a eF
(i)Ov=0VveV
(i) (-a)v = a(-v) = -(av) V aeF & veV

(iv) av =0 => a=0 (or) v=0.

32. Let V be a vector space over F. A non empty subset W of V is a subspace of V iff W

is closed with respect to vector addition and scalar multiplication in V.

33. Prove that the intersection of two subspaces of a vector space is a subspace.

34. If A&B are subspaces of V, prove that A+B={veV / v=a+h, a€A, beB} is a subspace

of V. Further show that A+B is the smallest subspace containing A&B.

35. Let A&B be subspace of a vector space V. Then AnNB={0} iff every vector

ve A+B can be uniquely expressed in the form v= a+b where a€A & beB.



36. State and prove fundamental theorem of homomorphism.

37. Let V be a vector space over a field F. Let A&B be subspace of V. Then prove that
A+B B
A T AnB’

R

38. Let V&W be a vector space over a field F. Let L(V,W) represent the set of all linear
transform from V to W. Then L(V,W) itself is a vector space over F under addition
and scalar multiplication defined by (f+g)(v) = f(v)+g(v) and (af)(v) = af(v).

39. Let V be a vector space over F and W a subspace of V. Let V/IW = {W + v/ veV}.
Then V/W is a vector space over F under the following operations.

(1) (WHv1) + (W+Vz) = W1+,
(i) a(W+vq) = W+av;

40.Let V be a vector space over a field F and S be a non- empty subset of V. Then
prove that (i) L(S) is a subspace of V (ii)) S € L(S) (iii) If W is any subspace of V
such that S€ W, then L(S) € W. i.e L(S) is the smallest subspace of V containing S.

UNIT =11

CHOOSE THE CORRECT ANSWER

1. Let S be a subset of a vector space V a field F. S is called a basis of V if

a) S is linearly independent and L(S)=S
b) S is linearly independent and L(S)=V
c) Sis linearly dependent and L(S)=V
d) S is linearly dependent and L(S)=S
2. A basis for the vector space consisting of all matrices of the form (g Z

deRis
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a)l
b) 2
c)3
d) 4
4.InV3(R),letS=L{(1, 1, 1)}and T=L{(-1, -1, -1)} . Thendim (SNT)is
a)l
b) 0
Cc) 2
d) 3
5. InV3(R), let S=L{(1,1,1)}and T =L {(-1, -1, -1)} .Then dim (S+T) is
a)l
b) 0
c) 2
d) 3
6. 1& i are linearly independent over the
a) Real
b) Complex
c) Integers
d) None
7. 1& i are linearly dependent over the
a) Real
b) Complex

c) Integers



d) None
8. dim (A+B)=
a) dim(A)+dim(B)-dim(An B)
b) dim(A)-dim(B)
c) dim(A)+dim(B)+dim(AN B )
d) dim(A)+dim(B)
9. Any two finite dimensional vector space over F of the same direction are
a) Isomorphic
b) Non- isomorphic
¢) Homomorphism
d) None of these
10. Hom (v,v)= n? then n is
a) Dimension of v
b) Number of v
c) Data inadequate
d) None of these
ANSWERS:
)b 2)a 3)d 4)a 5)a 6)a 7)b 8a 9a 10)a
TWO MARK QUESTIONS
11. Define finite dimensional vector space.
12. Define linearly independent.
13. Define linearly dependent.

14. Define basis of a vector space.



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Define standard basis.
Define maximal linearly independent set.
Define minimal generating set.
What is rank?
What is nullity?
Define singular and non-singular.
FIVE MARK QUESTIONS
Prove that any set containing a linearly dependent set is also linearly dependent.

Prove that any finite dimensional vector space V contains a finite of number linearly
independent vectors which span V.

Prove that any two basis of a finite dimensional vector space V have the same
number of elements.

In V, (F) {e1e2, ...en}is linearly independent set of vectors for
a;e1+azest....+aen=0.

Let T: VW be a linear transformation. Then prove that dim V = rank T + nullity T.

Let V be a finite dimensional vector space over a field F. Let A be a subspace of V.
Then there exists a subspace B of V such that V= A@B.

Let V be a vector space of dimension n. Then

(i) Any set of m vectors where m>n is linearly dependent.

(if) Any set of m vectors where m<n cannot span V.

Prove that S={(1,0,0), (0,1,0), (1,1,1)} is a basis for V3(R) .

In V3(R), the vectors (1,2,1),(2,1,0),&(1,-1,2) are linearly independent.

Let S={v1, V2. vy} be a linearly independent set of vector in a vector space V over a
field F. Then every element of L(S) can be uniquely written in the form oy vy +
vy + -+ a, v, Wherea; € F.



TEN MARK QUESTIONS
31. In V3(R) the vectors (1,4,-2) , (-2,1,3), (-4,11,5) are linearly dependent.
32. Any subset of a linearly independent set is linearly independent.

33. S={ vy vy,...... Vn } is a linearly dependent set of vectors in V iff there exists a vector

34. Let V be a vector space over a field F. Then S={v; vy,...... Vp }is a basis for V iff
every element of V can be uniquely expressed as a linear combination of element
of S.

35. Let V be a vector space over a field F. Let S={ vy Va,...... Vn } span V.
Let S={ w1, Wy,...... Wn } be a linearly independent set of vectors in V. Then m < n.

36. Let V be a finite dimensional vector space over a field F. Any linearly independent
set of vectors in V is part of a basis.

37. Prove that any vector space of dimension n over a field F is isomorphic to V(F).

38. Let V be a vector space over a field F. Let S={ vy Vva,...... Vh } €V . Then the
following are equivalent.
(i) S is a basis for V.
(i) S is a maximal linearly independent set.
(i) S is a minimal generating set.

39. Let V be a finite dimensional vector space over a field F. Let w be a subspace of V.
Then prove that (i) dim w/v = dim v
(i) dim v/w = dim v — dim w

40. Let V be a finite dimensional vector space over a field F. Let A&B be subspace of V.
Then dim (A+B) = dim (A) + dim (B) — dim (AnB).

UNIT = Il
CHOOSE THE CORRECT ANSWER
1. The standard inner product defined on V3(R) where x=(x1 X2 X3) & (Y1,Y2,Y3) IS
a) <XY> = X1y*+ Xay +Xay’

b) <X,y> = X1y1+ XoYo+Xay3



C) <X,¥y> = Xay+ Xoy+Xzy
d) <x,y>=Xxy1+ Xy2+xys
2. Let V be a vector space of polynomials with inner product defined by
<f, g> = [ f(©)g(D)dt. IFf(t) = t & g(t) = t+1 then <f,g> i
a) 1/6
b) 0
c) 5/6
d) -5/6
3. The orthogonal complement of inner product space V is
a) zero subspace {0}
b) V itself
c) Any subspace
d) None of these
4. If {0} is a zero subspace of inner product space V then {0}! is equal to
a) {0}
b) V
c) ¢
d) None of these
5. The zero subspace of inner product space consists
a) Zero elements only
b) Non-zero elements
c) ldentity
d) None of these

6. If V is an inner product space then for a,f € V is



a) |(5)] = llalllgl
b)|(5)] = Nlaclligl
o) |(5)] < lalllig

d) None of these
7. 1f Vis an inner product space then for a € V is
a)llal| <0, a+0
b) [la|]| =0,a+0
C) llal] =0,a#0
d)|la]| >0,a+0
8. If Vis an inner product space «, 8 € V is and c any scalar then
a) llcall = lcllllll
b) llcall = llclliall
c) llcall < llcllllell
d) None of these
9. An orthogonal set of non-zero vectors
a) Linearly independent
b) Linearly dependent
C) constant
d) None of these

10. If T is a linear operator on a finite dimensional and space V and scalar C is a
characteristics value of T then

a)det(T—CI)+#0

b) det(T — CI) =0



c)det(C—TI)>0

d) det(T — CI) < 0

ANSWERS

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

)b 2)c 3)a 4)b 5a 6)c 7)d 8a 9a 10)b

TWO MARK QUESTIONS

Define inner product space.

Define Euclidean space.

Define orthogonal.

Define orthogonal set.

What is orthonormal set?

State Gram — Schmidt orthogonalisation process.

Define orthogonal complement.

Define norm of inner product.

State Schwartz inequality.

State triangle inequality.
FIVE MARK QUESTIONS

Obtain the matrix representing the linear transformation T: V3(R)— V3(R) given by

T(a,b,c) = (3a, a-b, 2a+b+c) with respect to the standard basis {e;,e;,e3}.

1 2 1
Find the linear transformation T: V3(R)— V3(R) determined by the matrix [ 0 1 1]

-1 3 4
with respect to the standard basis {e;,e,es}.

Prove that V(R) is a real inner product space with inner product defined by

<X,Y> = X1Y1t XoYot...... +XnYn Where x= (x1 , X2 oo X)) &Y= (Y1, Y2, oo oo V)

Prove that V,(C) is a complex inner product space with inner product defined by
<X,Y> = Xyt Xoyo+...... +Xn ¥n Where X= (xq , X3 oo Xy) &Y= (V1, V2, oov oo V)-



25. Let V be the set of all continuous real valued functions defined on the closed interval
[0, 1]. Prove that V is a real inner product space with inner product defined by

<f, g> = f, f(H)g(t)dt.

26. State and prove Schwartz’s inequality.
27. State and prove Triangle inequality.

28. Let S={ vy Vvo,...... Vn } be an orthogonal set of non-zero vectors in an inner product
space V. Then prove that S is linearly independent.

29. Let S={ vy va,...... Vn } be an orthogonal set of non-zero vectors in V. Let ve V and

(v,vi)
V= 01v1 + 0V +.....+ OnVp . Then prove that oy = ” ﬁz
Vk

30. Find a vector of unit length which is orthogonal to (1,3,4) in V3(R) with standard
inner product.

TEN MARK QUESTIONS

31. LetV be the vector space of polynomials with inner product given by
<f, g> =f01f(t)g(t)dt . Let f(t)=t+2 and g(t)=t>-2t-3. Find (i) <f,g> (ii) ||f]l

32. The norm defined in an inner product space V has the following properties
(i) [Ix]l = 0 and ||x|| = 0 iff x=0
(ii) llax|| = [ea]|lx|l
(iii) 1¢x, y) < ]y
(V) llx +yll < llxll + Iyl
33. Every finite dimensional inner product space has an orthonormal basis.

34. Apply Gram-Schmidt process to construct an orthonormal basis for V3(R) with the
standard inner product for the basis {v1 v2,v3} where v,=(1,0,1), v»=(1,3,1) and
V3= (3,2,1)

35. Find an orthogonal to (1,3,4) are the points lying on the plane x+3y+4z=0 which is a
two dimensional subspace of V3(R).

36. Let V be the set of all polynomials of degree < 2 together with zero polynomial. V is
a real inner product space with inner product defined by <f, g> = f_llf(x)g(x)dx
Stating with the basis {1,x,x? }. Obtain an orthonormal basis for V.



37. Let V be a finite dimensional inner product space. Let W be a subspace of V. Then
prove that V is the direct sum of W and W+*. i.e., V=W @ W+,

38. (i) If S is any subset of V then prove that St is a subspace of V.
(ii) Let V be a finite dimensional inner product space. Let W be a subspace of V.
| Then prove that (W1)+ =W.

39. Let W1 & W, be subspace of a finite dimensional inner product space. Then
Prove that (i) (W; + W)t = Wit n W5 and (i) (W, n W)t = Wit + Wit

40. Let V & W be two finite dimensional vector space over a field F. Let dim V=m &
dimW =n. Then L (V,W) is a vector space of dimension mn over F.

UNIT = IV

CHOOSE THE CORRECT ANSWER

1A= (5 9)thenATis
(5 o
5 (5 1)
9 1)

9y 1)

2. If Ais any 3x2 matrix then (A" is
a) 3x3 matrix
b) 3x2 matrix
C) 2X2 matrix
d) 2x3 matrix
3. A & B are mxn matrices. Then the order of A™+B"is
a) mxn

b) mxm



i) then the conjugate of A is

= o

)
)
)
)

W w O N

1+ Z)is

5. Conjugate of A = (2 _ ;o

6. If the elements of a 2x2 matrix are given by the formula a;=i+j+ij, then the first
element in the first row is

a)l
b) 2
c)3
d) 4
7. A square matrix A is said to be idempotent if

a) A%=0



b) A’=A

c) A=l

d) A=A"

8. A square matrix A is said to be involutory if

a) A*=0

b) A=A

c) A=l

d) A=A"

1 2
3 4

( 1)
& 7

)(; 9)

9.1 A=(; %) thenadjAis
a)

b)

O

10. If A= (1 121) & B= (rrrz i) are singular matrices then the value of mn is

d) 4
ANSWERS
1)d 2)b 3)d 4b 5b 6c 7)b 8c 9b 10)b
TWO MARK QUESTIONS

11. Define singular and non-singular.



12.

13.

14.

15.

16.

17.

18.

19.

20.

Define symmetric matrix.
Define skew-symmetric matrix.
Define orthogonal matrix.
Define hermitian matrix.

Define involutory.

1 2

If A= (3 "

) then find AL,

If A= (Z Z) then find AL,

Fl

Define unitary matrix.

If A= (1 :r L)1 3 i) then find A+ A,

FIVE MARK QUESTIONS

4 -1 2\ /0
.Find thevalueof (2 1 —1)(0 -1 1><4>

1 0 0/1\3

. Find the value of x satisfying the equation (x 1) (_11 i) ()26):0

1 00
A= <2 x 4) is a singular matrix then find the value of x.
4 1 x

1 0 O
CIf A= <O 1 0) then find A™L.
0 0 1

1 0 0
f A= (O 1 0) then find the cofactor matrix (Aj).
0 0 1

. Prove that a square matrix A is symmetric iff A=A

. Let A&B be orthogonal matrices of the same order. Then find
(i) ATis orthogonal

(i) AB is orthogonal.



28. Prove that a square matrix A of order n is non-singular iff A is invertible.

29. Let A be an mx n matrix, B be an nx p matrix and ¢ be a pxqg matrix. Then find
A(BC)=(AB)C.

30. Let A be an mx n matrix, B be an nx p matrix. Then find (AB)'=B'AT™

TEN MARK QUESTIONS

31. Let A and B be symmetric matrices of order n. Then find
(i) A+B is symmetric
(i) AB is symmetric iff AB=BA
(i) AB+BA is symmetric

(iv) If A is symmetric then kA is symmetric where keF.

32. Let A and B be skew- symmetric matrices of order n. Then find
(i) A+B is skew-symmetric
(i) KA is skew-symmetric , keF
n+l:

(i) A" is a symmetric and A>"™*!is skew- symmetric matrix where n is any positive

integer.

33. Let A&B be square matrices of the same order. Then find
(i) A,B are hermitian => A+B is hermitian
(i) Ais hermitian => i A is skew hermitian

(i) A,B are hermitian => AB+BA is hermitian.

2 -1 1
34. Compute the inverse of the matrix A= (—15 6 —5)
5 24 |2

1 1 1
35. If w = e2™/3 find the inverse of the matrix A :<1 W a)2>
)

1 2 -1
36. Reduce the matrix A= <1 1 2 ) to the canonical form.
2 4 =2

1 0 2
37. Find the inverse of the matrix A = ( 3 1 —1)
-2 1 3



1111
38. Find the rank of the matrix A:(4 10 2) by examining the determinant minors.
0 342

3 -1 2
39. Find the rank of the matrix A= <0 1 —3)
6 -1 1
40. Prove that the row rank and the column rank of any matrix are equal.
UNIT-V

CHOOSE THE CORRECT ANSWER

1. The characteristic polynomial of A = (é i) IS

a) x>-2x+5
b) x*+2x+5
c) x>-2x-5

d) x*+2x-5

2. The characteristic polynomial of A = (8 é) is

a) x
b) x*-1
c) 1-x°
d) x-1
3. The characteristic equation of (_m _n) is
a) x>-mx-n =0
b) x*+mx+n = 0
c) x*+nx+m = 0

d) x*+nx+mn =0

4. The characteristic equation of A = (8 é) is



a) x>-2x+1 =0
b) x*+2x+1 =0
) X°+x+2 =0
d) x*-x-1 =0
5. The Eigen values of the matrix I, are
a)-1,1
b) -1, -1
c)l,-1
di1
6. If the Eigen values of a square matrix A are 1, 2, 3 then the eigen values of A® are
a)l, 4,9
b) 1,2, 3
c)-1,-4,-9
d1,3,5

cosf —smH) X

7. The characteristic roots of (—sinH ¢ost

a)-1,-1
b)1,1
C) cos26 - sinZ6

d) cos6 + sinf

i
8. If the Eigen values of A = <1 5 1) are -2, 3, 6 then the Eigen values of A are
a L i
a)-2,3,6
111
b)_ PR
2’3’6

c) -2%, 3%, 62



d) -4, 6, 12

9. The sum of the Eigen values of (_Cgfngg :i;ﬁg) is
a0
b) 1
C) 2cosf
d) cos?6

1 0 O
10. The sum and product of the Eigen values of (O 1 0) are

a)0,0
b) 3,3
c)3,1
d)2,1
ANSWERS
l)a 2)a 3)b 4a 5d 6)a 7)c 8a 9a 10)c.
TWO MARK QUESTIONS
11. Define Characteristic matrix.
12. Define Characteristic polynomial.
13. Define characteristic equation.
14. State Cayley Hamilton theorem.
15. Define Eigen value.
16. Define Eigen vector.
17. Define Characteristic roots.

6 -2 2
18. IfA= <—2 3 —1) then find the sum and product of the Eigen values of A.
2 -1 3



8 -6 6
19. Find the Eigen value of (—6 7 —4).
2 -4 3

3 00
20. Find the Eigen value of A :<5 4 0>.
3 61

FIVE MARK QUESTIONS

21. Find the characteristic equation of A :(é i)

1 0 2
22. Find the characteristic equation of A :<0 1 2),
1 2 0

8 -6 2
23. Find the characteristic equation of the matrix A = (—6 v —4)

2 —4 3
2 A3, 1
24. Show that the matrix A = ( BaRl, 3 ) satisfies A(A-1)(A+2l1) = 0.
-5 2 -4

25. Verify Caley Hamilton’s theorem for the matrix A = (}L g)

26. Prove that the Eigen values of A and its transpose A" are the same.

27. If A is an Eigen value of a non singular matrix A then % is an eigen value of A™

28. If Ais an Eigen value of A then kA is an Eigen value of KA where K is a scalar.
29. Verify the statement that the sum of the elements in the diagonal of a matrix is the

-2 2 -3
sum of the Eigen values of the matrix A :< 2 1 —6).
-1 -2 0

31 4
30. Find the sum of the squares of the Eigen values of A :<0 2 6).
0 0 5

TEN MARK QUESTIONS

31. State and prove Cayley Hamilton theorem.

7 2 =2
32. Using cayley Hamilton theorem, find the inverse of the matrix (—6 -1 2 )
6 2 -1



33.

34.

35.

36.

37.

38.

39.

40.

1 0 -2
Using cayley Hamilton theorem for the matrix A = (2 2 4

),find Alg A%,
00 2

Let A be a square matrix. Then find

(i) The sum of the Eigen values of A is equal to the sum of the diagonal
elements of A.

(ii) Product of Eigen values of Ais |A|.

Prove that Eigen vectors corresponding to distinct Eigen values of a matrix are
linearly independent.

Prove that the characteristic roots of a Hermitian matrix are all real.
6 -2 2

The product of two Eigen values of the matrix A= [ =2 3 —1 | is 16. Find the 3™
2 -1 3

Eigen value. What is the sum of the Eigen values of A?

1 1 3
Find the Eigen values and Eigen vectors of the matrix A= 1 5 1).
31 1
6 -2 2
Find the Eigen values and Eigen vectors of the matrix A= -2 3 —1|.
4.7 3

Find the Eigen values and Eigen vectors of the matrix A=




